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ABSTRACT

Collaborative representation based classifier (CRC) and its

probabilistic improvement ProCRC have achieved satisfac-

tory performance in many image classification applications.

They, however, do not comprehensively take account of the

structure characteristics of the training samples. In this paper,

we present an extended probabilistic collaborative represen-
tation based classifier (EProCRC) for image classification.

Compared with CRC and ProCRC, the proposed EProCRC

further considers a prior information that describes the distri-

bution of each class in the training data. This prior informa-

tion enlarges the margin between different classes to enhance

the discriminative capacity of EProCRC. Experiments on two

challenging databases, namely CUB200-2011 and Caltech-

256, are conducted to evaluate EProCRC, and comparison re-

sults demonstrate that it outperforms several state-of-the-art

classifiers.

Index Terms— Image classification, collaborative repre-

sentation based classifier (CRC), prior information

1. INTRODUCTION

Image classification, a fundamental issue in computer vision

and pattern recognition, targets at predicting one (or multi-

ple) class label(s) of a query image. Due to the increasing

number of digital images generated in our daily life, image

classification becomes a quite challenging prediction task and

has a large range of practical applications. Generally speak-

ing, a representative image classification system consists of

two basic components, namely feature extraction and feature

matching.

Feature extraction is to find a discriminative and robust

presentation of the image content. So far, numerous features

have been developed, which can be roughly classified into t-

wo categories, i.e. hand-crafted features and learning based
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features. The former features are derived from some prior

knowledge or observations of the image. Representative fea-

tures include LBP, SIFT, HOG, and many others. In contrast,

learning based features are extracted using some training s-

trategies, exploiting more data-adaptive information. There-

fore, the learned features usually outperform the hand-crafted

ones in most sitations.

Based on the obtained features, the classifiers are then

used to determine the label of a query image. An intuitive idea

is that the query image should share the same label with its

closest one in the database, yielding the well-known nearest

neighbor (NN) classifier [1]. NN is convenient to implement

with a fast speed, but it is sensitive to noise. Nearest centroid

(NC) and k-NN are two simple yet robust improvements of

NN. More complicated extensions also have been develope-

d, such as nearest feature line (NFL) [2] and nearest feature

space (NFS) [3]. Promising results have been achieved by

these classifiers.

With the success of compressive sensing, a powerful

method named sparse representation based classifier (SRC)

has been proposed for face recognition [4]. Later, Zhang et al.
further developed a collaborative representation based classi-

fier (CRC) [5]. These two classifiers are considered as the

most typical representation based classifiers. Considerable ef-

forts have been devoted to improving their performance from

various perspectives. Recently, Cai et al. investigated CRC

from a probabilistic view and further designed a probabilis-

tic collaborative representation based classifier (ProCRC) [6].

Though CRC and ProCRC have gained impressive results in

many applications, they do not fully apply the structure in-

formation of the training samples in their model. The use of

this structure information is able to further improve the per-

formance of CRC and ProCRC.

In this paper, we propose a novel method, named extended
probabilistic collaborative representation based classifier (E-
ProCRC), for image classification. EProCRC improves CRC

and ProCRC by further coupling a prior information when

derive the probability that the query image belongs to a spe-

cific class. In this way, EProCRC is more flexible and takes
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more characteristics of the training samples into considera-

tion. Hence, it provide a more accurate representation of the

query sample for classification. The main contributions of

this work are summarized as follows:

• We propose EProCRC as a new classifier for image

classification which further considers a prior informa-

tion derived from the training samples. The closed form

of EProCRC is also given.

• We provide a simple way to obtain the prior informa-

tion from the training samples for EProCRC. Compar-

ison results show that the proposed EProCRC achieves

state-of-the-art performance.

The remainder of this paper is organized as follows: Sec-

tion 2 briefly review some related work. Section 3 presents the

proposed EProCRC in detail, and Section 4 provides several

experimental results to evaluate EProCRC. Finally, Section 5

concludes the paper.

2. RELATED WORK

This section briefly introduces some related algorithms as

background knowledge. Here we first give some key nota-

tions used in this paper. Considering an image classification

task with C classes, let A = [A1,A2, · · · ,AC ] denotes a

collection of all training samples. Each column of A repre-

sents a sample vector. Ac is the data matrix of the cth class.

Suppose lA is the label set of A. Spanning all training sam-

ples, we can obtain a linear subspace A. Similarly we can

achieve the corresponding subspace of each class Ac. Any

element a ∈ A can be represented by a = Ax, where x is

the representation vector. y is the test sample, and our goal is

to determine its label l(y) from lA.

2.1. NN and NC

NN first finds a sample a′ from the training set which has

the smallest distance with y, and considers l(y) is the same

as l(a′). Without any training procedure, NN is sensitive to

noise. To improve its performance, NC uses the centroid to

represent each class, and then conducts NN to y and the ob-

tained centroids. Compared with NN, NC is more efficient

and robust to noise.

2.2. CRC and ProCRC

Zhang et al. argued that the collaborative representation of

y by A has significant contributions to classification accura-

cy [5]. Based on this mechanism, they developed a simple yet

effective collaborative representation based classifier (CRC).

Recently, Cai et al. explored the intrinsic mechanism of CRC

Fig. 1. Illustration of the distribution of some face images.

Each face image has a different distance with the centroid of

all samples.

from a probabilistic perspective [6]. Considering the proba-

bility that l(y) belongs to lA, they derived the following re-

sult:

p(l(y) ∈ lA) ∝ exp(−(κ‖y −Ax‖22 + υ‖x‖22)), (1)

where κ and υ are two constants.

Using the logarithmic operation to maximize p(l(y) ∈
lA), Eq. (1) transforms to:

max p(l(y) ∈ lA) = max ln p(l(y) ∈ lA)

= minx κ‖y −Ax‖22 + υ‖x‖22
= minx ‖y −Ax‖22 + λ‖x‖22, (2)

where λ = υ/κ. It can be seen that Eq. (2) is the same as the

formulation of original CRC. Eqs. (1) and (2) provide a clear

probabilistic interpretation of CRC.

Based on Eq. (2), Cai et al. further considered y’s join-

t probability p(l(y) = 1, · · · , l(y) = C) and, after some

derivations, finally obtained the following ProCRC model:

x̂ = argmin
x

{‖y −Ax‖22 + λ‖x‖22 +

γ

C

C∑

c=1

‖Ax−Acxc‖22}, (3)

where γ is a constant. Extensive experimental results have

demonstrated that ProCRC achieved satisfactory performance

in various pattern classification applications. More informa-

tion about ProCRC can be found in [6].

3. PROPOSED APPROACH

In this section, we will present the proposed EProCRC algo-

rithm in detail.
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3.1. Motivation

Observing Eq. (3), it can be seen that the success of ProCRC

is attributed to the third term
∑C

c=1 ‖Ax − Acxc‖22, which

describes the distance between two points, i.e. Ax ∈ A and

Acxc ∈ Ac. ProCRC attempts to find x to minimize the total

distances between Ax and {A1x1, · · · ,ACxC}. In ProCRC

model, each ‖Ax − Acxc‖22 contributes equally to the total

distance. This operation, however, ignores the distribution

information of the training data. Ac is located at differen-

t position of A, and the distance between Ax and different

Acxc differs too. To verify this observation, we randomly s-

elect 6 subjects from the AR database to form a training set,

and then calculate the distances between the centroid of al-

l training samples and the centroids of the samples of each

class respectively. The centroid here is the mean face of the

training samples. The results are depicted in Fig. 1. It can

be see that some subjects are close to the centroid of all train-

ing samples, vice versa. That is to say, there is an inherent

structure in the subspace A. This structure information is not

considered in ProCRC. In this work, we will address this lim-

itation to improve the performance of ProCRC by coupling

some prior information of A.

3.2. The EProCRC Model

As previously mentioned, the elements in Ac and A can be

achieved by ac = Acxc and a =
∑C

c=1 ac =
∑C

c=1 Acxc.

Denote p(l(a) = c|l(a) ∈ lA) the probability that a shares

the same class label as ac, which is defined as:

p(l(a) = c|l(a) ∈ lA) ∝ exp(−δβc‖a−Acxc‖22), (4)

where δ is a constant and βc is the prior information that con-

tains the structure characteristic between ac and a. Note that

if βc is set to 1, Eq. (4) is equivalent to the probability used

in ProCRC [6].

Compared with ProCRC, the proposed EProCRC further

considers the prior information βc, yielding the following sig-

nificant advantages:

• EProCRC is more flexible than ProCRC. Actually, βc

also can be considered as a weight for the distance be-

tween a and ac. In ProCRC, all distances are assigned

with an equal weight. In contrast, extending the fixed

weight to different values, EProCRC improves the flex-

ibility of the original ProCRC.

• EProCRC takes account of more information of the

training samples. As aforementioned, βc is prior infor-

mation to explore the structure features of the training

data and to reflect the relations between each subspace

Ac and the whole space A. With βc, we are able to find

more accurate coefficients to represent y.

Owing to these merits, we further study the collaborative rep-

resentation of y from the probabilistic view using the im-

proved probability in Eq. (4).

Based on Eq. (4), similarly to ProCRC, we consider the
probability that y belongs to the cth class, and obtain the fol-
lowing result:

p(l(y) = c) = p(l(y) ∈ lA) · p(l(a) = c|l(a) ∈ lA)

∝ exp(−(‖y −Ax‖22 + λ‖x‖22 + γβc‖Ax−Akxk‖22)), (5)

where γ = δ/κ. We can directly maximize p(l(y) = c)
individually for each class to determine l(y). However, this

operation will result in the same problem as ProCRC, namely

the classification results is unstable and less discriminative.

To address this problem, we also apply the joint proba-

bility p(l(y) = 1, · · · , l(y) = C) rather than p(l(y) = c)
individually. Based on this point, the following result can be

achieved:

max p(l(y) = 1, · · · , l(y) = C) = max
∏

c

p(l(y) = c)

∝ max exp(−(‖y −Ax‖22 + λ‖x‖22+
γ

C

C∑

c=1

βc‖Ax−Acxc‖22)). (6)

Applying the logarithmic operation to Eq. (6) and ignor-

ing the constant yield the following result:

x̂ = argmin
x

{‖y −Ax‖22 + λ‖x‖22 +

γ

C

C∑

c=1

βc‖Ax−Acxc‖22.} (7)

The above model is called extended probabilistic collabora-
tive representation based classifier (EProCRC) model, which

extends the ProCRC by coupling the prior information βc into

the objective function.

For the training data matrix A, we set its following el-

ements, {A1, · · · ,Ac−1,Ac+1, · · · ,AC}, to 0 matrix, and

keep Ac unchanged. Denote the obtained matrix by A′
c and

A′
c = [0, · · · ,Ac, · · · ,0]. Let Ā′

c = A − A′
c. It is conve-

nient to obtain the closed form solution of EProCRC model in

Eq. (7). To this end, we first calculate the following matrix:

M = (ATA+
γ

C

C∑

c=1

βc(Ā
′
c)

T Ā′
c + λI)−1AT , (8)

where I is the identity matrix. The above projection matrix

M can be obtained offline. Given an testing sample y, once

M is available, the solution of EProCRC in Eq. (7) can be

achieved as follows:

x̂ = My. (9)

After obtaining x̂, we can determine the label of y now.

According to Eq. (5), the probability that y is classified to the

cth class is:

p(l(y) = c) ∝ exp(−(‖y −Ax̂‖22 + λ‖x̂‖22 +
γβc‖Ax̂−Akx̂k‖22)). (10)
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In this situation, l(y) is assigned by:

l(y) = argmax
c

{p(l(y) = c)}. (11)

However, the experimental results show that the l(y), de-

termined by Eqs. (10) and (11), cannot obtain satisfactory

performance. The reason lies in that the used of βc in Eq.

(10) will make y overfitting to the training data A. As shown

in Eq. (8), the class information of the training samples βc

has been considered to obatin the representation coefficients

of y, and the derived x̂ also already includes this prior infor-

mation. If we further make use of βc to compute p(l(y) = c)
again, the prior information will impose the probability to fit

the distribution of the training data, resulting in the the over-

fitting problem.

To avoid this problem, we remove the prior information βc

to calculate p(l(y) = c). For simplity, the constant terms in

Eq. (10) are also omitted, yielding the following probability

that y belongs to the cth class:

pc = exp(−‖Ax̂−Acx̂c‖22), (12)

Then the label of y will be finally determined by:

l(y) = argmax
c

{pc}. (13)

The detailed implementation of EProCRC approach is sum-

marized as Algorithm 1.

Algorithm 1 EProCRC

Input: A set of training samples A, a test sample y, the prior

information of each class {β1, · · · , βC}, and the parameter λ
and γ.

Output: The label of y.

(a) Calculate the projection matrix:

M = (ATA+
γ

C

C∑

c=1

βc(Ā
′
c)

T Ā′
c + λI)−1AT .

(b) Obtain the representation of y: x̂ = My.

(c) Calculate the probability that y belongs to each class:

pc = exp(−‖Ax̂−Acx̂c‖22).

(d) Predict the label: l(y) = argmaxc{pc}.

3.3. Strategy to Derive Prior Information

As aforementioned, the prior information βc plays a key role

in EProCRC model. A suitable βc will benefit the perfor-

mance of EProCRC. Otherwise, poor βc may adversely af-

fect the classification accuracy. In this work, we provide the

Fig. 2. Illustration of the distribution of the face images with

a prior information. All face images now have close distances

with the centroid of all samples.

following strategy to obtain the prior information for the pro-

posed EProCRC.

As previously mentioned, the optimal x̂ is to minimize

the distance between Ax and Acxc. As shown in Fig. 1, if

one mean face of a subject is too close to the mean face of all

samples, it is difficult to find a accurate x̂ in this situation. To

avoid this problem, we impose the samples, which are close to

the centroid of all training samples, to remove away, enlarging

their margin. To this end, we introduce the following prior

information for the proposed EProCRC model.

Let ātr be the mean vector of all training sample in A,

while āc
tr is the mean vector of the cth training samples Ac.

The distance between ātr and āc
tr can be represented as:

dc = ‖ātr − āc
tr‖22. (14)

Then the prior information βc for A and Ac is defined by

βc = exp(−dc) = exp(−‖ātr − āc
tr‖22). (15)

That is to say, two close centroids are given a larger weight.

For the face images in Fig. 1, we calculate the distance again,

multiplying the original distances by the corresponding prior

information in Eq. (15). The obtained results are plotted in

Fig. 2. It can be seen that these face images now have a more

uniform distribution such that they are more separable to give

a better representation of y.

4. EXPERIMENTS

In this section, we will provide several experimental result-

s to assess the performance of the proposed EProCRC from

different perspectives. The databases and used features are

first presented. After that, the comparison results on two chal-

lenging databases are reported. Finally, a discussion about the

running time is given.
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Table 1. Classification performance (%) of different classi-

fiers on CUB200-2011 database.

Classifier CUB200-2011 Database

NN 50.1

NC 60.3

Softmax 72.1

SVM 75.4

Kernel SVM 76.6

NSC 74.5

CRC 76.2

SRC 76.0

CROC 76.2

ProCRC 78.3

PN-CNN 75.7

FV-CNN 66.7

POOF 56.9

EProCRC 79.3

4.1. Databases and Used Features

To comprehensively evaluate the proposed method, the fol-

lowing two challenging image classification databases are

used in this work: Caltech-UCSD Birds (CUB200-2011) [7]

and Caltech-256 [8] databases. This first database, consisting

of totally 11788 bird images of 200 categories, is popularly

used for fine-grained image recognition. It is a challenging

database because those images from different categories are

quite similar to each other. There is a total number of 30608

images of 256 object categories in the second database, and

each category contains at least 80 images. It is commonly ap-

plied to evaluate several large-scale image classification algo-

rithms. For these two databases, we also consider the features

used in [6] for fair comparison, namely the VGG-verydeep-

15 [9] is utilized to extract CNN features. For each image, a

feature vector with a size of 4096× 1 is obtained for classifi-

cation.

4.2. Results on the CUB200-2011 Database

We follow the training and testing sets given in the CUB200-

2011 database for evaluation. In the training set, each bird

category includes about 30 training samples. The following

competing algorithms are chosen for comparison: NN, NC,

Softmax, SVM, Kernel SVM, NSC [10], CRC, SRC, CROC

[11], ProCRC, PN-CNN [12], FV-CNN [13], and POOF [14].

The classification performance of all these classifiers are re-

ported in Table 1.

Observing Table 1, it can be seen that NN achieves the

worst performance here because it is a simple and native clas-

sifier without a training procedure. Using the centroid to

represent each class, NC outperforms NN by about 10 per-

centages. Some representation-based classifiers, such as CR-

C, SRC, and CROC, obtain comparable accuracies for this

Table 2. Classification performance (%) of different classi-

fiers on Caltech-256 database with 30 training samples.

Classifier Caltech-256 Database

NN 65.2

NC 71.9

Softmax 75.3

SVM 80.1

Kernel SVM 81.3

NSC 80.2

CRC 81.1

SRC 81.3

CROC 81.7

ProCRC 83.3

ZF 70.6

M-HMP 50.7

LLC 41.2

ScSPM 34.0

EProCRC 84.3

database, and their results are all about 76%. The perfor-

mance of ProCRC and EProCRC, both derived from a prob-

abilistic perspective, is superior to those of aforementioned

representation-based algorithms. The proposed EProCRC,

which is coupled with some prior information of the train-

ing samples, gains a improvement of 1 percentage compared

with ProCRC.

Apart from the representation-based classifiers, EProCR-

C is also compared with three other state-of-the-art method-

s, including POOF, FV-CNN, and PN-CNN. These schemes

are based on a specially developed CNN architecture for

bird specie recognition. The comparable results demonstrate

that EProCRC improves the second best method PN-CNN by

about 4 percentages.

4.3. Results on the Caltech-256 Database

For this database, we apply the standard experimental setting

used in the technical literature, namely N images are random-

ly chosen from each object to form the training set and the re-

maining images are considered as testing set. This procedure

will be repeated 10 times, obtaining the average classification

accuracy. Apart from the representation-based classifiers, the

following algorithms are selected here too, including ZF [15],

M-HMP [16], LLC [17], and ScSPM [18]. In the following

experiments, the number of training images N is set to 15, 30,

and 45 respectively.

Table 2 reports the performance of all competing schemes

when N = 30. It can be seen that with deep learning based

features, NN and NC obtain much better performance than

some traditional algorithms, namely M-HMP, LLC, and Sc-

SPM. SVM and NSC get quite close classification results,

outperforming NC about 5 percentages. The performance of
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Fig. 3. Classification rates of different classifiers on Caltech-

256 database using 15, 30, and 45 training samples.

Kernel SVM, CRC, SRC, and CROC is comparable, which is

about 2 percentages lower than that of ProCRC. The proposed

EProCRC achieves the highest classification accuracy in this

situation.

Fig. 3 further depicts the results of some selected meth-

ods when N is set to 15, 30, and 45 respectively. We can

find that EProCRC and PRoCRC both significantly surpass

those competing schemes by different degrees. Compared

with ProCRC, the proposed EProCRC leads an improvemen-

t of {1.2%, 1%, 0.7%} in corresponding N , which demon-

strates the effectiveness of the used prior information.

4.4. Discussion

In this part, we discuss the time complexity of the proposed

method. In [6], the authors pointed out that ProCRC and CR-

C take the same runing time, and their speeds are faster than

those of SRC and CROC. For EProCRC, it also has an an-

alytical solution and further considers the prior information

in contrast with ProCRC. In this work, the prior information

is derived from the distances between the centroids of each

training class and that of all training samples, which can be

efficiently obtained. Therefore, we can conclude that the pro-

posed methods is of a slightly larger time complexity than that

of ProCRC and CRC, but also is faster that SRC and CROC.

5. CONCLUSION

In this paper, we developed the EProCRC as a novel classifier

for image classification. As an variant of ProCRC, the pro-

posed classifier further takes account of a prior information

to obtain a more accurate representation of the query sample

for classification. We also provided a simple way to derive

a reasonable prior information for EProCRC. Experimental

results on two benchmark databases, namely CUB200-2011

and Caltech-256 databases, demonstrated the advantages of

the proposed EProCRC over other existing classifiers.
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